A Cardinal-Direction Quincunx Based Interpolation Technique with Non-Uniform Inter-Plane Weighting for Bayer CFA Demosaicking
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Abstract—This paper presents a new weighted interpolation technique to address the Bayer Color Filter Array (CFA) demosaicking problem. The proposed technique provides two contributions that have not been reported in conventional interpolation methods. Firstly, it exploits the quincunxial nature of the green component of the Bayer CFA. The second contribution treats each of the three planes or lattices of the CFA mosaic as distinct and is weighted uniquely. The proposed technique is compared with other interpolation-based demosaicking algorithms and a significant improvement in performance has been noted through experimental results. In addition, to provide objectivity in analysis, three test measures have been used - CPSNR, CIELAB and CIEDE2000.
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I. INTRODUCTION

The digital still camera has become an ubiquitous feature in human society. It is found either as a stand-alone object or integrated into another device. The process of image capture consists of several stages such as focus and exposure control, white balance adjustment, demosaicking, color transformation, correction [1]. This paper concerns itself with the demosaicking stage.

To produce a color image, there should be three color samples per sampling point; usually red, green and blue [2]. To achieve this, the digital camera has either a three color sensor regime or a single color sensor type that incorporates a technique to establish the unsampled points [3]. The second method is preferred as it reduces the camera’s cost and complexity. A Color Filter Array (CFA) is used to perform the discrimination of the incident light from the lens into a one color per pixel sensor. The particular CFA in Figure 1 is the most commonly used and documented; the Bayer CFA, developed in 1976 [4].

The image on camera sensor follows the orientation set by the CFA. A demosaicking algorithm is used to reconstruct each of the constituent color planes from the CFA representation. Due to the popularity of CFA based cameras, the demosaicking problem has been and still is an area of extensive study. Li et al. [3] made a recent survey and classified demosaicking algorithms as either motivated in the spatial-domain, the frequency-domain such as in [5] or a hybrid of the two [6]. This paper is biased towards spatial domain based demosaicking techniques as they produce good, robust results and they are of moderate computational complexity.

In the simplest case, spatial demosaicking can be implemented by Bilinear Interpolation (BI). However, the high correlation between different color planes is not exploited. This results in color abnormalities in the final reconstructed image [7]. The constant hue based interpolation techniques assume that the hue content in an image is roughly constant. This assumption has been exploited for non-green planes in [8]. The main methods here are the Constant Difference Based Interpolation (CDBI) and Constant Ratio Based Interpolation (CRBI) [7].

Edge Directed Interpolation (EDI) introduced by Laroche et al. [9] is an adaptive method that uses neighbor information to determine which edge to interpolate along. Hamilton and Adams [10] and Chang et al. [11] extend this method by using gradients as correction terms in the red and blue planes. A more recent variant of EDI is Direction Weighted Interpolation (DWI) technique [12]. This method not only collects edge information but each edge is weighted by a gradient-based factor. This method in turn has been extended recently in various ways such as the Malvar-He-Cutler (MHC) algorithm in [13], the Wang method [14] and the Multi-Directional Weighted Interpolation (MDWI) [15].

Our proposed algorithm extends the preliminary section of the MDWI method by offering two novel contributions: an exploitation of the quincunx arrangement of the green plane and non-uniform inter-plane weighting.

The remainder of this paper is divided as follows. Section II explains the two new contributions in detail before the
entire algorithm is presented. Section III shows the objective evaluation mechanisms chosen and the rationale behind them. Finally Section IV briefly presents the conclusions that are drawn from experimental results.

II. PROPOSED TECHNIQUE

A. Full Exploitation of the Quincunx Arrangement

The proposed technique offers two novel properties to conventional weighted interpolation. The first is exploitation of the full quincunx of the window bounding our pixel of interest. This arrangement is particular to the Bayer CFA and its direct variants.

Figure 2 shows some demosaicking techniques and their quincunx arrangements in the desired pixel’s region of interest. Used points are marked in green, unused ones are shown in olive and the desired pixel point is marked in gray. In EDI, DWI and MDWI cases, not all the green pixels in the quincunx arrangement of the bounding window are used. In these methods the window is made large to give a better estimation in the interpolation direction. Size is crucial because a small window gives insufficient points and a large one introduces errors due to distance from the desired pixel. The effect of inaccurate points in a large window can be reduced by forcing them to make a small contribution. However that, in the limit, leads back to the small window problem.

The proposed method instead picks all members of the quincunx arrangement in a 5-by-5 bounding window and classifies them in the cardinal directions. In Figure 2(d) pixels G1,G2,G3,G4,G5 contribute to the north direction since they all appear north of the desired pixel. By the same token G2,G5,G7,G10 and G12 are used for the east direction. A measure of quincunx use is given by equation 1. In terms of \( n_Q \), EDI has 0.333; DWI has 0.667; MDWI has 0.8 and the proposed method has a \( n_Q = 1 \).

$$\eta_Q = \frac{G_{used}}{G_{total}}$$  \hspace{1cm} (1)

Conventional weighted techniques have the gradient made up of a sum of positive differences as the pixels chosen already conform to the desired direction. In the proposed technique, a sufficient weighted sum will consist of positive \( G_{diff+} \) and negative \( G_{diff-} \) terms. This is because there are some green pixel differences in line with the desired edge while others are in directional opposition to the edge.

$$\nabla G = \sum_m G_{diff+} + \sum_n G_{diff-}$$  \hspace{1cm} (2)

Consider the green pixels in Figure 3(a). There are 7 paths between closest neighbors between the 5 pixels. Paths 1,3,6 and 7 are diagonal. From a ‘pseudo-vector’ viewpoint shown in Figure 3(b), the overall direction follows a vertical path. Therefore, differences along these paths are taken as positive.

Paths 2,4 and 5 are all horizontal. This direction being opposite to the vertical lets us treat the paths as negative contributors. So in equation 2 considering the North direction, \( \sum_m G_{diff+}^N = (|G4-G1|+|G4-G2|+|G3-G1|+|G5-G2|) \) and \( \sum_n G_{diff-}^N = (|G4-G3| + |G4-G5| + |G1-G2|) \).

To further refine equation 2, two considerations are made. First, the term of path 2 is ignored due to its distance from the desired pixel point. Second, it is undesirable to interpolate across edges [7]. As such the negative contributors are weighted with a factor that is smaller than that used by the positive contributors. For the North direction example:

$$\nabla G^N = \{c_1 \sum_m G_{diff+}^N\} - \{c_2 \sum_{n-1} G_{diff-}^N\}$$  \hspace{1cm} (3)

where \( c_2 < c_1 \). It was determined empirically that \( c_1 = 1 \) and \( c_2 = 0.707 \) gave good results.

B. Non-uniform Inter-plane Weighting

A Bayer CFA is a mosaic of 3 separate color planes [4], that are essentially superimposed on one another. If a section of Figure 1 is split plane-wise, Figure 4 is obtained.
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Fig. 4. A Bayer CFA portion split into its constituent planes
Consider the process of determining the pixel point marked gray in Figure 4. The desired information is the green content in a blue pixel point. Conventional interpolation techniques employ the following general equation:

$$\nabla = \nabla G + \nabla B + \nabla R \quad (4)$$

and $$\nabla X = \sum X_{diff}$$ where $$X \in G, B, R$$.

From equation 4, it is noted that all planes are treated as equal or $$k_1 = k_2 = 1$$ in Figure 4. The authors propose that if $$k_1$$ and $$k_2$$ are taken as variable, there are three possible inter-plane relations. Either $$k_1 = k_2 = 1$$ or $$k_1 = k_2 \neq 1$$ or $$k_1 \neq k_2 \neq 1$$.

In terms of weight priority in Figure 4, intuitively green is first, followed by blue then red. The green plane is where the missing color resides. The blue plane shares the same pixel location as the desired color. The red plane does not contain the missing color or the pixel point and should contribute the least. The proposed algorithm quantifies this priority by using non-uniform inter-plane weighting where equation 4 is generalized to:
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using non-uniform inter-plane weighting where $$k_2 < k_1 < 1$$. This is a subset of the relation $$k_1 \neq k_2 \neq 1$$. From empirical testing, it was established that $$k_1 = 0.8$$ and $$k_2 = 0.7$$ gave good overall results. This generalizes equation 4 to:

$$\nabla = \nabla G + \nabla B' + \nabla R' \quad (5)$$

where $$\nabla B' = k_1 \times \nabla B$$ and $$\nabla R' = k_2 \times \nabla R$$.

C. Interpolation of Missing Components in the Green Plane

Consider establishing the green content value at pixel B3 of the Bayer CFA in Figure 1. Initial estimates are first made in the cardinal directions:

$$G_{B3}^N = G4 + ((k_1k_2)(B3 - B1))$$
$$G_{B3}^W = G6 + ((k_1k_2)(B3 - B2))$$
$$G_{B3}^E = G7 + ((k_1k_2)(B3 - B4))$$
$$G_{B3}^S = G9 + ((k_1k_2)(B3 - B5))$$

Inter-plane weighting is used as the estimates will in the final analysis will be weighted by both red and blue planes. The gradients in each cardinal directions are then established following equation 4. Consider the West direction:

$$\nabla_{B3}^W = \nabla G_{B3}^W + \nabla B_{B3}^W + \nabla R_{B3}^W \quad (7)$$

The green contribution of the gradient will use the quincunx arrangement while the red and blue contributions of the gradient will use the inter-plane weighting concept.

$$\nabla G_{B3}^W = c_1 \sum G_{B3+}^W - c_2 \sum G_{B3-}^W \quad (8)$$

where $$\sum G_{B3+}^W = (|G6 - G3| + |G6 - G8| + |G1 - G3| + |G11 - G8|)$$ and $$\sum G_{B3-}^W = (|G6 - G1| + |G6 - G11|)$$.

$$\nabla B_{B3}^W = k_1(|B3 - B2|) \quad (9)$$
$$\nabla R_{B3}^W = k_2(|R4 - R3| + |R8 - R7|) \quad (10)$$

$$\nabla_{B3}^N$$, $$\nabla_{B3}^E$$ and $$\nabla_{B3}^S$$ are found in a similar manner. Once all the gradients are established, the weights are determined as:

$$w_{B3}^k = \frac{1}{\nabla B3} \quad (11)$$

where $$k = \{N, W, E, S\}$$. Finally, the value of the green content in pixel B3 is given as:

$$G_{B3} = \frac{\sum_{k=N,W,E,S} w_{B3}^k G_{B3}^k}{\sum_{k=N,W,E,S} w_{B3}^k} \quad (12)$$

When establishing the green content in a red pixel point, the above relations from equation 6 to 12 should hold. Only the positions of the red and blue pixels are interchanged.

D. Interpolation of Missing Components in the Red/Blue Planes

When looking for missing components in these planes, two possibilities arise. The component resides in the opposing plane, that is, blue in a red pixel point or red in a blue pixel point. The second is that it is in a green pixel point. Both possibilities are illustrated in Figure 5.

![Fig. 5. Establishing the missing blue content in different color pixel points](image)

1) Opposing Plane Interpolation: Let us consider the case of finding the missing content in an opposing plane. Using the example of Figure 5(a), assume the blue content in the red pixel R1 needs to be found. As the green plane has already been fully populated, a difference based interpolation solution similar to that seen in [15] is used. The initial difference based estimates taken in the NW, NE, SE and SW directions are then found as:

$$\beta_{BG}^{NW} = B1 - G_{B1}, \beta_{BG}^{NE} = B2 - G_{B2}$$
$$\beta_{BG}^{SE} = B4 - G_{B4}, \beta_{BG}^{SW} = B3 - G_{B3} \quad (13)$$

Next the gradients are established and in each direction, there will be three type of contributors. The green pixels that lie exactly in the desired direction, the green pixels that are outliers of the desired direction and third the blue pixels that lie in the desired direction. They will follow that order of precedence:

$$\phi_{dir} = \sum G_{dir} + \sum G_{out} + \sum B_{dir} \quad (14)$$

To provide appropriate weighting to implicitly put the above priority into our weights, $$k_1$$ and $$k_2$$ are used. This can be envisioned intuitively as if the three contributors themselves are different pseudo-planes in this difference based relation of equation 13. For the North West direction, from equation 14, $$\sum G_{dir}^{NW} = |G_{R1} - G_{B1}| + |G_{B1} - G_{R2}|,$$
The value of the blue content in the red pixel point is then determined as in equation 6. An example is given for the North direction in equation 17,

\[ B_{G9}^N = B4 + k1(G9 - G3) \]

It should be noted that only \( k1 \) is used in equation 17. This is because only two planes are under consideration. The gradients here are obtained in a similar manner as when the green plane was interpolated,

\[ \nabla = \nabla B + \nabla G' \]

where \( \nabla G' = k_1 \times \nabla G \).

For the North direction example, the blue and green gradient terms are established by:

\[ \nabla B_{G9}^N = |B6 - B1| + |B7 - B2| + |B4 - B1| + |B4 - B2| \]

\[ \nabla G_{G9}^N = k_1(|G5 - G1| + |G6 - G2| + |G9 - G3|) \]

The above two equation combined result in the directional form of equation 18

\[ \nabla_{G9}^N = \nabla B_{G9}^N + \nabla G_{G9}^N \]

The other gradients \( \nabla_{G9}^W, \nabla_{G9}^E \) and \( \nabla_{G9}^S \) are found. The weights \( w_{G9}^N, w_{G9}^E, w_{G9}^S \) and \( w_{G9}^W \) are obtained and finally:

\[ B_{G9} = \sum_{k=N,W,E,S} w_{G9}^k B_{G9}^k \]

The treatment presented here is for the missing component in the blue plane. The red plane situation is treated in the exact same manner.

III. EXPERIMENTAL RESULTS

A. Choice of Image Set

The Kodak image set [16] was used. This is because most of the comparison techniques used to gauge the proposed method used that set.

B. Evaluation Measures Used

Three objective measures were used. These are the color peak signal-to-noise ratio (CPSNR) and two of the International Commission on Illumination (CIE) measures: CIELAB (\( \Delta E_{ab}^* \)) and CIEDE2000 (\( \Delta E_{00} \)). CPSNR is defined in the RGB color space and is an extension of conventional PSNR. It is an absolute measure that does not take into consideration the human visual system that follows a hue, saturation and lightness (HSL) based color space [1]. The larger the value of CPSNR the better the reconstructed image is.

\[ CPSNR = 10\log_{10}\left( \frac{255^2}{CMSE} \right) \]

\[ CMSE = \frac{\sum_{i=1}^{n} \sum_{j=1}^{c} \sum_{k=R,G,B} (A_{i,j,k} - \tilde{A}_{i,j,k})^2}{3rc} \]

The second set of metrics are defined in a HSL-based color space by CIE called L*a*b* [17]. L* is luminosity information and a* and b* provide chromaticity information. CIELAB was the initial difference equation. CIEDE2000 offers some improvements to measure differences in the L*a*b* space [18], [19]. The CIELAB difference equation between two pixel points is given by equation 25. The CIEDE2000 color difference formula used between two points is modestly given in equation 26. However a full representation is provided in [19].

\[ \Delta E_{ab}^* = \left[ (L_1^* - L_2^*)^2 + (a_1^* - a_2^*)^2 + (b_1^* - b_2^*)^2 \right]^{1/2} \]

\[ \Delta E_{00} = \Delta E_{00}(L_1^*, a_1^*, b_1^*, L_2^*, a_2^*, b_2^*) \]

To apply equations 25 and 26, all pixel point differences must be summed over the entire image region. The smaller the value of the CIELAB and CIEDE2000 differences, the closer the reconstructed image is to the original.

C. Performance Results

The performance of the proposed algorithm was compared with nine other interpolation based demosaicking techniques. These are BI, CDBI and CRBI [7]; EDI [9]; HA [10]; Chang [11]; MHC [13]; the Wang algorithm [14] and MDWI [15]. To validate the proposed algorithm, the authors conducted simulations using MATLAB R2013a on an Intel(R) Core(TM)2 Duo CPU E7500 @2.93 GHz processor. It should be noted that no post-processing was implemented in any of the algorithms. This was because the authors wanted to determine the performance prior to post-processing. Also no formal algorithm complexity analysis was performed. Complexity tends to increase with the number of descriptors. In general BI, CDBI and CRBI have a low algorithmic complexity. EDI, HA, Chang and MHC are moderate while Wang and MDWI have the highest complexity of the chosen algorithms. The proposed algorithm is between a moderate and a high complexity.

First, the complete Kodak image set was applied to each of the demosaicking algorithms in turn. At each stage, the measures of CPSNR, CIELAB and CIEDE2000 were noted. An arithmetic mean (denoted \( M_A \)) of the set was done for each algorithm. All the results were then tabulated in Tables I to III with the proposed algorithm results in the Prop. column.
A new interpolation based demosaicking technique was proposed with two new contributions. To provide objectivity in analysis, three performance metrics: CPSNR, CIELAB and CIEDE2000 were used. Through mean value information, the proposed technique showed a marked improvement over the selected interpolation-based demosaicking techniques. Furthermore, the two contributions offered by the proposed technique are deemed as transferable meaning established techniques can also incorporate them to yield better results.
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